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Data driven decisions for reducing readmissions for heart

failure

Motivation: More than 12 billions USD spent in preventable

readmissions.

Data: 793 hospital visits for heart failure.

Objective I: Construct a classi�er to predict readmissions

within 30 days of discharge.

Objective II: Introduce a decision problem, post discharge

intervention costs vrs. readmission, and evaluate cost

e�ectiveness.

Results: Using out of sample 379 cases they report:

Readmission mean cost is $13, 000 USD. A post discharge plan

reduces 30-day hospitalizations by 35%. If the post discharge

plan costs $1, 214 then this ML guided decision problem would

reduce readmissions by 18, 2% and costs by 3, 8%
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ML methodology:

LASSO type logistic regression was used to select the most

important variables using cross validation.

Compared with LACE (index of readmissions) using ROC and

reclassi�cation analysis. See supplementary information.
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Methodology

Decision methodology:

Cost of intervention and readmission the same for all patients:

Cintervene ,Creadmit .

E�cacy of intervention is a priori the same Psuccess .

Without intervention expected cost of readmission is

C0(p) = p × Creadmit .

With intervention is:

C1(p) = Cintervene + p(1− psuccess)× Creadmit .

For p ≥ p∗ = Cintervene
psuccessCreadmit

, C0(p) > C1(p) so the agent should

be intervened.
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Results

LACE: AUC 0,59%

Logistic LASSO: 0,66%.

Cross validation training AUC mean is 0,69%

Signi�cant readmissions to other hospitals. Removing this

patients improves AUC 0,71%.

Best model selects 253 out of 3, 300.
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Results

Calibración:



Results

Variables are clustered and classi�ed according to their

evidential support.



Results

Top supportive: increases odds



Data driven decisions for reducing readmissions for heart

failure

Top supportive: decreases odds



Savings of di�erent decision rules

patient-specific decision guidance over the best uniform policy.

The best uniform policy refers to the intervention being performed

for all patients or none of the patients, depending on which

outcome is better. The contour map demonstrates that the use of a

real-time decision-analytic system for guidance would not yield net

savings when the intervention is inexpensive and efficient, as it is

best in that situation to apply the intervention to the entire

population. Likewise, decision-analytic guidance would not be

useful when the intervention is very expensive and inefficient, as

such a program would not be cost-effective for any patients.

However, for interventions with more intermediate costs and

efficacies, relative savings of nearly 10% can be realized for the

population we have studied, given predictions available from the

classifier. Figure 3(c) considers the same boost in cost savings

achieved by the patient-specific decision analysis over the use of

the LACE score. The use of the poorer-performing LACE score

for identifying patients at risk for readmissions translates to

significantly lower savings and narrower regimes of applicability

across regimes defined by the costs and efficacies of programs.

Discussion and Conclusions

Implications for readmission reduction
As demonstrated by the results displayed in Table 4 and

Figure 3, selective patient enrollment based on automatic risk

stratification, could be applied effectively to take advantage of

interventional programs that are too expensive to be applied to the

entire population of heart failure patients.

The value of performing patient-specific decision analyses will

generally increase with increases in classification accuracy, which

can be achieved with larger training sets as well as more complete

medical information about individual patients. A readmission

prediction study [25] conducted in a Veterans Health Adminis-

tration (VA) Hospital considered a heart failure patient cohort of

n = 198,460, including data from a cross-hospital EHR containing

the long-term medical histories of patients. Using this more

extensive data, a statistical classifier was created with an AUC of

0.82. We found that 47% of the readmission patients in our cohort

were readmitted to outside medical facilities within 30 days of their

initial hospitalization for heart failure. We found that we had

sparse EHR data on this substantial proportion of patients and

that this may have detracted from the predictive power of our

model. The results of the VA study highlight the value of

implementing a shared patient database among the different

hospitals that patients visit over time.

Analysis and insights enabled by the electronic capture
of clinical data

We see the construction and use of predictive models that are

custom tailored to populations as having the ability to deliver

predictions of higher accuracy than those produced by simpler

clinical rules designed for application across all hospitals. We

envision that the data to prediction to action pipeline will become

more widely used as EHR systems become more prevalent. We

now outline several benefits of using local patient data to construct

classifiers to predict outcomes, as compared to relying on simpler

rules such as LACE.

Automated risk calculation
The classifier for predictions is constructed entirely from data

available within the EHR. In real-time clinical use, findings on

specific patients can be drawn automatically from the EHR,

requiring no additional time from the practitioners. The computed

risk scores can in turn be used to recommend enrollment into
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Savings of di�erent decision rules

prevention programs as part of the workflow. Currently, such

enrollment is performed typically using a pencil-and-paper form,

or an application specifically designed for this purpose, and

observations about patients and their health are manually entered

or checked, making it difficult to consider multiple influencing

factors. The risk estimation methods we describe do not place

additional demands on practitioners and enable large numbers of

patients to be screened for multiple intervention and prevention

programs. Such automation also enables valuable data on the

efficacy of interventions to be collected and harnessed. Moreover,

when data on outcomes associated with interventions is accrued in

the EHR, we can extend the methodology described in this paper

to estimate both the readmission risk and the likelihood of the

intervention succeeding at the level of an individual patient or

patient subpopulation, further amplifying the effect of the

intervention program.

Emphasis on local data
The predictive model is constructed entirely using local data. If

our aim is to make the best possible predictions, taking local

populations, data collection, and practice patterns into account

will almost always be important in achieving the highest predictive

performance. This raises the question of how a model trained

within one hospital would perform when validated at a different

hospital. As readmission patterns and prevalence vary by hospital

and by region [26], a risk-stratification model that is not

constructed locally will not be able to take into account the

location-specific trends, details of care activities, and patient

population. Unlike a generic risk rule, a locally trained classifier

will be able to adjust as changes in the hospital’s patterns of care

occur over time.

Clinical face validity of observations
In reviewing the most predictive variables found by the

classifier, we found that low lymphocyte percentage (top variable

in Table 2) has previously been linked to poor outcomes in early

postdischarge period of hospitalized HF patients [27] and low

hematocrit (second top variable in Table 3) has been related to

lower risk of heart failure [28]. However, a benefit of the data-

driven approach is that we make use of all available data in

constructing a predictive model. This means that we do not restrict

the analysis solely to variables that have been found valid in

previous studies. This characteristic is important because a

learning algorithm may derive significant predictive power from

variables that have poor face validity and appear arbitrary. This

predictive power can stem from correlations among seemingly

irrelevant variables available in the EHR and other, more

interpretable variables that are not captured in the patient record.

Variables identified as discriminatory may serve as proxies for

other variables that would be more understandable, but are not

available in the system. For example, in one of our studies on

predicting general readmissions to the hospital, we discovered that

‘‘cocaine test: negative’’ raises the likelihood that the patient will

be readmitted. A subsequent inquiry revealed that clinicians would

be unlikely to administer a cocaine screening unless they had

Figure 3. Contour maps capturing cost savings for ranges of
program costs and efficacies: (a) savings with decision analysis
over no intervention; (b) savings achieved with automated
decision analysis over that of applying best uniform policy; (c)
savings achieved with automated decision analysis over the
use of LACE score, highlighting value of using more accurate
predictive model. The labels on contour maps show percentage
savings.
doi:10.1371/journal.pone.0109264.g003

Data-Driven Decisions for Reducing Readmissions
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Savings of decision analysis over no intervention.
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